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Assignment 1: Vector Spaces Due by 1:55pm eastern on Friday, Sep 15

Learning goals for this problem set:

• Know and understand the definition of a vector space
• Understand the role of the phrases ‘for all’ and ‘there exists’ in the definition of a vector space
• Be able to prove that a given set with given addition and scalar multiplication operations is or is not a

vector space
• Be able to prove facts that are true in any vector space
• Determine if a given quantified statement is true or false.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• (1.1) Vector spaces are the most important objects in linear algebra. (This is why we do them right at the
beginning so you have plenty of time to get used to them.) You should know by heart the eight properties
that make up the definition of a vector space. Pay particular attention to the phrases ‘there exists’, ‘for all’
and ‘for each’. How do these phrases tell us how to approach the task of verifying that a given set and
operations form a vector space?

Here are some additional readings if you would like review some concepts concerning proofs!: All readings
are from Richard Hammack, Book of Proof, 3rd ed. (Note: page numbers refer to the page numbers on the book
page not the page number in the PDF viewer!)

• Pages 34-45: Here you will read about what is and is not a mathematical statement. You will also see
different types of mathematical statements including “conditional statements” (which are also known as
“if-then” statements). In fact, if-then statements are some of the most common types of statements in
mathematics and we will see them a lot this semester!

• Pages 53-57: This is all about quantifiers and statements that use them.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §1.1: 1, 2, 3 [properties 3,4,6 only for problem 3], 4 [properties 3,8 only for problem 4], 5, 6(a,c), 7(c), 8
[be careful with the presentation of your proof for 8!]

Work-out Problems: Let Z := {. . . ,−2,−1, 0, 1, 2, . . . } be the set of integers and N := {1, 2, 3, . . . } be the set of
natural numbers.

1. Determine if each of the following statements are true or false. Be sure to justify your answer.

(a) ∃x ∈ Z s.t. x2 − x = 0. (b) ∃x ∈ N s.t. x < 0. (c) ∀x ∈ Z,
√

x2 = x.

2. Determine if each of the following statements are true or false. Be sure to justify your answer.

(a) ∀x ∈ N, ∃ y ∈ N s.t. x + y = 1.

(b) ∃y ∈ N, ∀ x ∈ N, x + y = 1.

Extra Practice Problems from from A Course in Linear Algebra by D. Damiano and J. Little (not to turn in):

• §1.1: 3 [in full], 4 [in full], 6(b), 10, 11
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Assignment 2: Subspaces Due by 1:55pm eastern on Friday, Sep 22

Learning goals for this problem set:

• Know, and be able to use, the definition of a subspace of a vector space
• Be able to show that a given subset either is or is not a subspace.
• Be able to prove basic facts about subspaces.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §1.2: It’s important to understand the different ways you can check that a subset is a subspace. While
Theorem 1.2.8 is the quickest, the three conditions in the paragraph before that theorem give a better
perspective on what a subspace really is. For example, if you are showing that something is not a subspace,
these might be easier to think about.

Here are some additional readings if you would like review some concepts concerning proofs!: All readings
are from Richard Hammack, Book of Proof, 3rd ed. (Note: page numbers refer to the page numbers on the book
page not the page number in the PDF viewer!)

• Pages 113-117: This covers the basic meanings behind three important words used in mathematics: Theo-
rem, proof, and definition.

• Pages 118-123: This is all about how to prove “if-then” type statements using a proof technique called
direct proof.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §1.2: 1, 3(c,d,h,i), 5, 10, 11(read the paragraph above 11!)

Note: For #1 in §1.2, we need to know that c · ~0 = ~0 for any c ∈ R. You will prove this below!

Work-out Problems:

1. Let V be a vector space and let ~0 denote the zero vector in V . Using the axioms of a vector space, prove
that for every c ∈ R, c · ~0 = ~0.

Extra Practice Problems from from A Course in Linear Algebra by D. Damiano and J. Little (not to turn in):

• §1.2: 2, 6, 9, 12
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Assignment 3: Linear combinations and (in)dependence
Due by 1:55pm eastern on Friday, Sep 29

Learning goals for this problem set:

• Know and be able to use the definitions of linear combinations and the span of a set of vectors
• Understand what is means to say that a subspace is generated (spanned) by a set of vectors
• Be able to prove basic facts about subspaces, linear combinations and the span of a set of vectors
• Understand the definitions related to linear dependence and linear independence
• Determine if a given set of vectors is linearly dependent or linearly independent
• Prove facts about linearly dependent and independent sets

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §1.3: Given a vector space V that contains some given set of vectors, we know that that V must contain the
set of all linear combinations of the given vectors. This set is called the span of these vectors, and we say
that this set generates (or spans) if the span equals all of V . Finding sets that generate V is a good way to
start to understand the structure of V . To do this, we start by studying the properties of the span of a set of
vectors.

• §1.4: Once we find a set of vectors that generates a given vector space, we want to make sure that we have
picked these vectors efficiently. That is to say, we will want to find a set of vectors that spans the given
vector space that is as small as possible. It turns out that out spanning set is as small as possible if and only
if that set is linearly independent. In order to see this, we first need to prove some basic fact about linearly
dependent and independent sets.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §1.3: 1(a,c,d), 3, 6(a), 7

• §1.4: 1(e,f,h,i,j), 4(a), 5, 8, 9(a)

Work-out Problems:

1. Let S ⊆ T be subsets of a vector space V . Prove that span(S ) ⊆ span(T ).

2. Let S and T be nonempty subsets of a vector space V . Suppose that span(T ) = V and T ⊆ span(S ). Prove
that span(S ) = V .

3. Let S :=
{
~v1, . . . ,~vn

}
be a *subset* of a vector space V and let α ∈ R with α , 0. Prove that S is linearly

independent if and only if S ′ :=
{
α~v1, . . . , α~vn

}
is linearly independent.

Extra Practice Problems from from A Course in Linear Algebra by D. Damiano and J. Little (not to turn in):

• §1.3: 5, 8

• §1.4: 2, 9(b), 10, 11
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Assignment 4: Solving linear equations, and more (in)dependence
Due by 1:55pm eastern on Friday, Oct 06

Learning goals for this problem set:

• Take a given system of linear equations and write it in echelon form.
• Determine the set of solutions to a system of linear equations.
• Given a set of vectors, determine if a different vector is in the span of that set.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §1.5: Many questions about linear independence and the span of a set of vectors can be reduced down to
solving systems of linear equations. Because of this, we will spend the section working out an algorithm
to parametrize the solutions to a given systems of linear equations. This algorithm will play a fundamental
role in the computations and theory that arise in the rest of the chapter.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §1.5: 1(a,c,d), 2(a,b,d), 3(b,d), 5(a,b,c)

For 1.5.3: be sure to explain how your calculations relate to the what the problem is asking!

Work-out Problems:

1. Let ~v be a vector in a vector space V and suppose that the set
{
~v
}

is linearly independent. Prove that ~v , ~0.

2. Let T := {~v1,~v2,~v3,~v4} be a collection of vectors in a vector space V , and let S := {~v1,~v3}. Prove the
following two statements:

(a) If S is a linearly dependent set then T is a linearly dependent set.

(b) If T is a linearly independent set then S is a linearly independent set.

Extra Practice Problems from from A Course in Linear Algebra by D. Damiano and J. Little (not to turn in):
any parts of 1.5 #1, 2, 3, 5 that were not assigned as homework.
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Midterm 1 study guide
In class on Friday, Oct 06

The questions will all be either

1. definitions,

2. homework problems,

3. suggested problems,

4. problems we worked in class, or

5. minor variations of one of these.

Problems with very long proofs or that involved some unusual trick will not be on the exam.

You are allowed to use any previous problem from class or from the homework (e.g., “if S ⊂ S ′ and S is linearly
dependent, then S ′ is linearly dependent) on the exam without reproving it, unless otherwise noted on the exam.
(E.g., if I ask you to prove “if S ⊂ S ′ and S is linearly dependent, then S ′ is linearly dependent, you will need to
prove this using only the definition of linearly dependent, and if there is any confusion I will remind you of this
in the statement of the problem.)

A typical exam will have one or two questions from each week of the course. You can expect problems about
following:

• Vector spaces

• Subspaces

• Spans

• Linear dependence

• Linear independence

• Solving linear equations

The exam will be roughly 5 questions.

For definitions, I want a definition, in prose (complete sentences, but of course symbols are allowed too), and
I want “just” the definition, and not any additional facts about the definition. (Be careful not to confuse the
definition with a fact about the definition. For example, the definition of “W ⊂ V is a subspace” is simply W is a
vector space with respect to the same operations as V .)
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Assignment 5: Bases and dimension Due by 1:55pm eastern on Friday, Oct 13

Learning goals for this problem set:

• Be able to determine if a given set is a basis for a vector space.
• Be able to find a basis contained in a given spanning set.
• Be able to extend a given linearly independent set to a basis
• Be able to use bases to solve theoretical problems about vector spaces.
• Be able to use the fact that in a finite-dimensional vector space, any object can be written as a unique linear

combination of the objects in a basis.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §1.6: One of the key results of this section is (1.6.6). This is important both for theoretical reasons (it tells
you that any vector space with a finite spanning set has a basis) and also for practical reasons (it gives
us a method for producing a basis that contains a given linearly independent set). Look at the proof of
this Theorem and make sure you can carry out this process. Also look back at (1.5.12) from the previous
section, and #2 from the exercises of §1.5. These were all examples of finding a basis, even though that
language was not used there.

• §2.1: You should know the definition of linear transformation and be able to decide if a given function
is or is not linear. Proposition (2.1.14) and the Examples that come after it provide a really useful way to
think about linear transformations, and how they relate to bases

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §1.2: 12 (only do Axioms A3 and A4)

• §1.6: 2(a,b,d), 3, 7(b), 9(a,b), 14(a,b,c)

Work-out Problems:

1. What are all of the different kinds of subspaces of R2 and R3? What are they geometrically? (Hint: Think
about all of the possible dimensions of a subspace can have.)

2. Let V be a finite dimensional vector space and set n := dim(V). Suppose that S is a linearly independent
subset of V that contains n vectors. Prove that span(S ) = V . (Hint: use one of the main theorems from
1.6.)

3. Let V be a finite dimensional vector space and set n := dim(V). Prove that no set containing fewer than n
vectors can span V . (Hint: use one of the main theorems from 1.6.)
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Assignment 6: Linear transformations
Due by 1:55pm eastern on Friday, Oct 20

Learning goals for this problem set:

• Know the definition of linear transformation and basic examples.
• Be able to show that a given function either is or is not a linear transformation.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §2.1: You should know the definition of linear transformation and be able to decide if a given function
is or is not linear. Proposition (2.1.14) and the Examples that come after it provide a really useful way to
think about linear transformations, and how they relate to bases.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §2.1: 3(a,b,e,f,g), 4, 8, 10, 11

Work-out Problems (to turn in):

1. Let T : P2(R)→ P3(R) be the function given by

T (p(x)) = xp(x).

Prove that T is a linear transformation.

2. Let T : P2(R)→ P1(R) be the function given by

T (p(x)) = 3p′(x) + p(2)

Prove that T is a linear transformation.

Extra Practice Problems from from A Course in Linear Algebra by D. Damiano and J. Little (not to turn in):

• §2.1: 12
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Assignment 7: Linear transformations and finite dimensional spaces; Kernel and image
Due by 1:55pm eastern on Friday, Oct 27

Learning goals for this problem set:

• Know how a linear transformation is determined by its values on the vectors in a basis.
• Calculate the coordinate vector of a given vector with respect to a given ordered basis.
• Calculate the matrix associated to a linear transformation with respect to given ordered bases.
• Calculate the linear transformation associated to a matrix with respect to given ordered bases.
• Use coordinate representations of objects to make calculations for a linear transformation.
• Calculate kernels and images of linear transformations.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §2.2: This section is about the relationship between linear transformations and matrices. The key skills are
to be able to translate between objects in a vector space and their coordinate vectors, and between linear
transformations and their matrices. Proposition (2.2.15) is the result that tells us how linear transformations
are related to matrix multiplication. There is a lot of notation in this section, so work through it carefully
and pay attention to all the different indices!

• §2.3: There are two important subspaces associated with every linear transformation, namely, the kernel
and image. Understanding the properties of these subspaces reveal information about the transformation.
In particular, computing bases for these two subspaces will shed light on the behavior of a given linear
transformation. We will also see that, while these spaces seem to be unrelated to each other, their dimen-
sions are linked through The Dimension Theorem (Theorem 2.3.17 in the book).

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §2.2: 3(a,b), 7(a,b,c), 9(a)11(a,b)

• §2.3: 3(b,c), 5, 7(a),

Work-out Problems (to turn in):

1. Let α := {~v1, . . . ,~vn} be a basis for a finite dimensional vector space V and define a mapping T : V → Rn

by setting T (~v) :=
[
~v
]
α for every ~v ∈ V . Prove that T is a linear map.

2. Let α = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} be the standard basis in R3 and let β := {(1, 0, 0), (1, 1, 0), (1, 1, 1)}.
Take my word for it that β is a basis for R3 and that T is a linear transformation.

(a) Compute the coordinate vectors [(3, 5, 7)]α and [(3, 5, 7)]β.

(b) For an arbitrary vector (x, y, z) ∈ R3, compute the coordinate vector [(x, y, z)]α and [(x, y, z)]β.

3. Let T : R2 → R3 be the linear transformation given by T ((x, y)) := (2x − y, x + 3y,−y) for all (x, y) ∈ R2.

(a) Find the matrix of T with respect to the standard basis α := {~e1, ~e2} of R2 and the standard basis
β := {~e1, ~e2, ~e3} of R2. That is, find [T ]βα.

(b) Let α′ := {~e2, ~e1} be the standard basis of R2, but in the opposite order. Find the matrix [T ]βα′ .

(c) Let β′ := {~e1, ~e3, ~e2} be the standard basis of R3, but with the order of the last two vectors swapped.
Find the matrix [T ]β

′

α .
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Math 271 (Zureick-Brown) Homework

4. Let T : P2(R)→ P3(R) be the function given by

T (p(x)) = xp(x) − p′(x).

Take my word that T is a linear transformation.

(a) Calculate the matrix [T ]βα, where α := {1, x, x2} and β := {1, x, x2, x3}, are the standard bases of P2(R)
and P3(R), respectively.

(b) Calculate the coordinate vectors [2x2 − x − 3]α and [T (2x2 − x − 3)]β.

(c) Do matrix multiplication to verify that the equation

[T (2x2 − x − 3)]β = [T ]βα[2x2 − x − 3]α

is true.

(d) Find a basis for the ker(T ).

(e) Find a basis for the im(T ).

5. Let α := {1, 1 + x, 1 + x + x2} ⊆ P2(R) and β := {~e1, ~e2, ~e3} be the standard basis for R3. (You can take my
word that α is a bases for P2(R).) Suppose that T : P2(R)→ R3 is a linear transformation such that

[T ]βα =

 1 2 1
−1 0 1

2 3 1

 .
(a) Find the value of T (1 + 2x + x2).

(b) Find a basis for ker(T ).

(c) Find a basis for im(T ).

Extra Practice Problems from from A Course in Linear Algebra by D. Damiano and J. Little (not to turn in):

• §2.2: 2.2: 12, 13

• §2.3: 1(b,e), 4, 8, 12
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Assignment 8: Dimension theorem applications; injections, surjections, and preimage
Due by 1:55pm eastern on Friday, Nov 03

Learning goals for this problem set:

• Decide if a given linear transformation is injective and/or surjective.
• Solve an inhomogeneous linear system by solving the associated homogeneous system.
• Prove basic facts about the composition of two linear transformations.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §2.4: Our main application of the Rank-Nullity Theorem is to understand when a linear transformation can
be injective and/or surjective. You should be able to prove the main results on this topic, and be able to
apply these concepts in specific cases. This section also considers how to solve an equation of the form
T (~x) = ~b where ~b is not the zero object, and phrasing this in terms of “preimages”.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §2.3: 1(a,d,e),

• §2.4: 1(a,c), 2(b,c,d), 3(a,b), 4(d,e), 5(a,c), 6(a)

Comments: For 2.4.2, the blank entries in the matrix should be treated as zeros.

Work-out Problems (to turn in):

1. Suppose that T : V → W is a linear map where V is finite dimensional (no assumptions are made about the
dimension of W). Prove that T is injective if and only if dim(im(T )) = dim(V).

2. Suppose that T : V → W is a linear map where V and W are finite dimensional. Prove that T is surjective
if and only if dim(im(T )) = dim(W).

3. Let α := {~v1, . . . ,~vn} be a basis for a finite dimensional vector space V and define a mapping T : V → Rn

by setting T (~v) :=
[
~v
]
α for every ~v ∈ V . Recall from your last homework assignment that T is a linear map.

(a) Let β := {~e1, . . . ,~en} be the standard basis in Rn. Calculate the matrix [T ]βα.

(b) Find a basis for the ker(T ).

(c) Find a basis for the im(T ).

Extra Practice Problems from from A Course in Linear Algebra by D. Damiano and J. Little (not to turn in):

• §2.4: 1(b,d,e,f), 2(e,f), 3(c), 4(a,b,c,f), 10
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Midterm 2 study guide
In class on Friday, Nov 03
The exam will cover the material from 1.6 and 2.1-2.4.

The questions will all be either

1. definitions (e.g., basis, linear transformation, kernel, image, injective, surjective, preimage),

2. homework problems,

3. suggested problems,

4. problems we worked in class, or

5. minor variations of one of these.

Problems with very long proofs (like the dimension theorem) or that involved some unusual trick will not be on
the exam.

You are allowed to use any previous problem from class or from the homework (e.g., “T is injective if and only
if ker T = {0}”) on the exam without reproving it, unless otherwise noted on the exam. (E.g., if I ask you to prove
“T is injective if and only if ker T = {0}”, you will need to prove this using only the definition of injective and
kernel, and if there is any confusion I will remind you of this in the statement of the problem.)
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Assignment 9: Compositions Due by 1:55pm eastern on Friday, Nov 10

Learning goals for this problem set:

• Prove basic facts about the composition of two linear transformations.
• Compute the composition of two linear transformations.
• Compute the matrix representation of a composition of linear transformations.
• Be able to multiply matrices when compatible

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §2.5: The composition of two compatible linear transformations is again a linear transformation. Restrict-
ing to the case of finite-dimensional vector spaces, we are interested in computing the compositions matrix
representation as a function of the matrix representations of the components. Motivated by this formula, we
define matrix multiplication so that the product of two matrix representations give the matrix representation
of the composition.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §2.5: 2 (only prove part (ii)), 5(b,c,d,e), 6(b), 7(b), 8(a,b), 12(a,b)

Comments: For 2.5.5, if the matrix product is not possible then explain why.

Work-out Problems (to turn in):

1. Recall the following result from class: If S : U → V and T : V → W are linear maps then ker(S ) ⊆ ker(TS )
and im(TS ) ⊆ im(T ).

(a) Find examples of linear maps S 1, S 2, T1, T2 where ker(S 1) is a proper subset of ker(T1S 1) and
im(T2S 2) is a proper subset of im(T2). (You do not need all of your linear maps to be different!)

(b) Let S : U → V be a surjective linear transformation and T : V → W be any linear map. Prove that
im(TS ) = im(T ).

2. Suppose A, B,C ∈ Mn×n(R). Prove that A(B+C) = AB+ AC. (Hint: this is doable, but kind of awful, if you
do this problem by “writing out the entries of A, B, and C and check that both sides are equal”. A shorter
way to do this is to think of matrices as linear maps, and prove the same statement for maps!)

Extra Practice Problems from from A Course in Linear Algebra by D. Damiano and J. Little (not to turn in):

• §2.5: 2 (part (iii)), 10, 11, 12(b), 13, 17
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Assignment 10: Inverses; Change of basis; determinant (as area)
Due by 1:55pm eastern on Friday, Nov 17

Learning goals for this problem set:

• Show a particular function is invertible.
• Compute the inverse of a give linear transformation.
• Determine if two vector spaces are isomorphic.
• Compute the change-of-basis matrix for two different bases of the same vector space.
• Use the change-of-basis formula to compute the matrix representation of a linear transformation.
• Calculate the determinant of an 2×2 matrix using row operations as appropriate to simplify the calculation.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §2.6: A natural question to ask is given a linear map, when is that map invertible? In this section, we will
start to answer this questions as well as a few other. The main goals are to be able to determine when a
linear map is invertible and when it is, compute the inverse.

• §2.7: Many times we have been given a matrix representation of a linear transformation with respect to two
fixed bases. It is reasonable to think that we might want to be able to use that given information to find the
matrix representation of that same linear transformation with respect to two new, possibly more convenient
bases. At the heart of this task is finding a way to convert coordinate vectors with respect to one basis into
coordinate vectors with respect to a different basis.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §2.6: 1(a,b), 2(a,c),

Comments: For 2.6.2c, think about what is the “standard basis” for M2×3(R)!

• §2.7: 1(a,b), 2, 3, 4(b,c)

• §3.1: 3, 4, 6

Work-out Problems (to turn in):

1. Let T : V → W be an isomorphism and suppose that α := {~v1, . . . ,~vn} is a basis for V . Prove that{
T (~v1), . . . ,T (~vn)

}
is a basis for W.

2. Let A, B ∈ Mn×n(R).

(a) Prove that A is similar to itself.

(b) Suppose that A is similar to B. Prove that B is similar to A.
(This means that order does not matter when talking about similar matrices and we can simply say
“A and B are similar matrices”.)

(c) Suppose that A is similar to B and B is similar to C ∈ Mn×n(R). Prove that A is similar to C.
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Assignment 11: Determinants Due by 1:55pm eastern on Friday, Dec 01

Learning goals for this problem set:

• Calculate the determinant of an 2×2 matrix using row operations as appropriate to simplify the calculation.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §3.1-3.2: The book has a lot of information on determinants that you do not really need to know. It goes into
a lot more depth than is necessary for this course. (But it is all interesting stuff, so I encourage you to read
it!) For us, the important parts are the determinant of a 2×2-matrix (3.1.5) and of an n×n-matrix (3.2.7). It
is also important to be able to use row operations to help simplify the calculation of a determinant, such as
in (3.2.15).

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §3.1: 10

• §3.2: 1(a,c), 2(b,c), 4(b,d), 6(a)

Work-out Problems (to turn in):

1. Let A, B ∈ Mn×n(R) and suppose that there exists an invertible matrix Q ∈ Mn×n(R) such that A = Q−1BQ.
(So A and B are similar matrices.) Use induction to prove that Ak = Q−1BkQ for all k ∈ N. (See chapter 10
of Book of Proof for tips on induction proofs.)

2. Let c ∈ R and consider the following elementary matrices:

E13(c) =

1 0 0
0 1 0
c 0 1

 E2(c) =

1 0 0
0 c 0
0 0 1

 G13 =

0 0 1
0 1 0
1 0 0


Prove that

(a) det(E13(c)) = 1

(b) det(E2(c)) = c

(c) det(G13) = −1

3. Let A :=
[
a b
c d

]
. Verify the formula

det(EA) = det(E) det(A)

for each of the following elementary matrices:

E =

[
0 1
1 0

]
E =

[
1 0
0 c

]
E =

[
1 0
c 1

]
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Assignment 12: More determinants; eigenvalues and eigenvectors
Due by 1:55pm eastern on Friday, Dec 08

Learning goals for this problem set:

• Use the determinant to decide if a matrix is, or is not, invertible.
• Calculate the determinant of an n×n matrix using row operations as appropriate to simplify the calculation.
• Prove basic facts using properties of determinants.
• Calculate the eigenvalues and eigenvectors of a linear map or n × n matrix.
• Calculate the characteristic polynomial of a linear map or n × n matrix.

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.

• §3.3: The most important part of this is the multiplicative property for the determinant (3.3.7). The conse-
quences of this include (3.3.8) which tells us that the determinant is something that can be assigned to any
linear transformation T : V → V .

• §4.1: This whole section is very important. Focus on the process of finding the eigenvalues and eigenvectors
of a matrix, or of a linear transformation.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §3.3: 2(b), 6, 7(a), 10

• §4.1: 1(b,c), 2(b,c), 3(b,d)

Comments: For 3.3.7a, check you answer by solving the system using the techniques we learned in §1.5
(row reduction!). Try using induction for 3.3.10!

Work-out Problems (to turn in):

1. Let A, B ∈ Mn×n(R).

(a) Suppose that A and B are similar. Prove that det(A) = det(B).

(b) Prove that the converse to the statement in part a is false, in general. That is, find matrices A and B
(of any size you wish) such that det(A) = det(B) but A is not similar to B.

2. We saw in class that det(AB) = det(A) det(B). Provide an example of two matrices A and B to show that
the equality det(A + B) = det(A) + det(B) is not true, in general.

3. Let A ∈ Mn×n(R). Use induction to prove that det
(
Ak) =

[
det(A)

]k for every k ∈ N.

4. Let A ∈ Mn×n(R) and suppose that λ ∈ R is an eigenvalue of A with eigenvector ~x ∈ Rn. Use induction to
prove that for every k ∈ N, λk ∈ R is an eigenvalue of Ak with eigenvector ~x. (See chapter 10 of Book of
Proof for tips on induction proofs.)

5. Prove that a matrix A ∈ Mn×n(R) is not invertible if and only if λ = 0 ∈ R is an eigenvalue of A.
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Midterm 3 study guide
In class on Friday, Dec 08

The questions will all be either

1. definitions,

2. homework problems,

3. suggested problems,

4. problems we worked in class, or

5. minor variations of one of these.

Problems with very long proofs or that involved some unusual trick will not be on the exam.

You are allowed to use any previous problem from class or from the homework (e.g., “if S ⊂ S ′ and S is linearly
dependent, then S ′ is linearly dependent) on the exam without reproving it, unless otherwise noted on the exam.
(E.g., if I ask you to prove “if S ⊂ S ′ and S is linearly dependent, then S ′ is linearly dependent, you will need to
prove this using only the definition of linearly dependent, and if there is any confusion I will remind you of this
in the statement of the problem.)

A typical exam will have one or two questions from each week topic since the previous exam. You can expect
problems about following:

• composition

• inverses

• change of basis

• determinants

• eigenvalues, eigenvectors, and eigenspaces

The exam will be roughly 5 questions (some with multiple parts).
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Assignment 13: More Eigenthings; orthogonality
Not to be handed in

Suggested readings for this problem set: All readings are from Damiano and Little, A Course in Linear Algebra.
§4.1 - §4.3: This whole chapter is very important.

Book Problems from A Course in Linear Algebra by D. Damiano and J. Little:

• §4.1: 3(f), 11(a), 15(a)

• §4.2: 1(a,b,f), 2, 6(a), 14(a)

• §4.3: 1(a,b,c), 7, 10(a,b)

This assignment is not to be handed in! At least one problem from this assignment will appear on the final exam
verbatim. (There will certainly be a problem from 4.2, and there may or may not be a problem from 4.3 or 4.4).
I am happy to explain exactly how to do any of these problem in office hours or in class.
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Final Exam study guide
December 18, 2-5pm, in SMUD 204

The last day of class is Wednesday, December 13.

There will be office hours before the exam. I will send out a survey to find a time that works for everyone who
is planning to attend.

The final exam will be comprehensive.

The exam will be roughly 8-10 questions, with multiple parts. Some questions will be “prove or disprove”. For
disproofs, please write out a counterexample as your disproof.

A typical exam will have one or two questions from each week of the course. You can expect a subset of the
following:

The questions will all be either

1. definitions,

2. homework problems,

3. suggested problems,

4. problems we worked in class, or

5. minor variations of one of these.

Problems with very long proofs or that involved some unusual trick will not be on the exam.

You are allowed to use any previous problem from class or from the homework (e.g., “if S ⊂ S ′ and S is linearly
dependent, then S ′ is linearly dependent) on the exam without reproving it, unless otherwise noted on the exam.
(E.g., if I ask you to prove “if S ⊂ S ′ and S is linearly dependent, then S ′ is linearly dependent, you will need to
prove this using only the definition of linearly dependent, and if there is any confusion I will remind you of this
in the statement of the problem.)

A typical exam will have one or two questions from each week of the course. You can expect problems about
following:

• Vector spaces

• Subspaces

• Spans

• Linear dependence

• Linear independence

• Solving linear equations

• Bases

• dimension
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Math 271 (Zureick-Brown) Homework

• linear transformations

• kernel, image, dimension theorem

• injections, surjections, preimage

• composition

• inverses

• change of basis

• determinants

• eigenvalues, eigenvectors, and eigenspaces

• inner products
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